**Interesting Articles**

[**https://time.com/5955412/artificial-intelligence-nvidia-jensen-huang/**](https://time.com/5955412/artificial-intelligence-nvidia-jensen-huang/)

**Google Co Lab**

Getting start with Google Colab<https://youtu.be/inN8seMm7UI>

Tensorflow in Google Colab<https://www.youtube.com/watch?v=PitcORQSjNM>

**Tensorboard**

<https://neptune.ai/blog/tensorboard-tutorial>

**Gradient Descent**

<https://towardsdatascience.com/why-gradient-descent-isnt-enough-a-comprehensive-introduction-to-optimization-algorithms-in-59670fd5c096>

<http://neuralnetworksanddeeplearning.com/chap2.html>

<https://en.wikipedia.org/wiki/Backpropagation>

<https://www.youtube.com/watch?v=5u0jaA3qAGk>

<https://www.youtube.com/watch?v=sDv4f4s2SB8>

**Backpropagation**

<https://www.youtube.com/watch?v=Ilg3gGewQ5U>

<https://www.jeremyjordan.me/neural-networks-training/>

<https://mattmazur.com/2015/03/17/a-step-by-step-backpropagation-example/>

<http://neuralnetworksanddeeplearning.com/chap2.html>

**Activation functions**

<https://en.wikipedia.org/wiki/Activation_function>

<https://www.analyticsvidhya.com/blog/2017/10/fundamentals-deep-learning-activation-functions-when-to-use-them/>

<https://towardsdatascience.com/activation-functions-in-neural-networks-83ff7f46a6bd>

**Loss functions and metrics**

<https://stackoverflow.com/questions/46354182/keras-binary-accuracy-metric-gives-too-high-accuracy>

**Max Pooling**

<https://www.quora.com/What-is-max-pooling-in-convolutional-neural-networks>

<https://www.youtube.com/watch?v=ZjM_XQa5s6s>

**Convolutions**

<http://aishack.in/tutorials/image-convolution-examples/>

<https://brohrer.github.io/how_convolutional_neural_networks_work.html>

<http://colah.github.io/posts/2014-07-Understanding-Convolutions/>

<https://distill.pub/2016/deconv-checkerboard/>

<https://www.youtube.com/watch?v=YRhxdVk_sIs>

<https://www.pyimagesearch.com/2018/12/31/keras-conv2d-and-convolutional-layers/>

<https://www.cs.ryerson.ca/~aharley/vis/conv/>

<https://www.cs.ryerson.ca/~aharley/vis/harley_vis_isvc15.pdf>

<https://wiki.pathmind.com/convolutional-network>

<https://towardsdatascience.com/the-most-intuitive-and-easiest-guide-for-convolutional-neural-network-3607be47480>

**CNN architectures**

<https://medium.com/datadriveninvestor/five-powerful-cnn-architectures-b939c9ddd57b>

<https://towardsdatascience.com/illustrated-10-cnn-architectures-95d78ace614d#d27e>

**Functional API**

<https://keras.io/getting-started/functional-api-guide/>

<https://machinelearningmastery.com/keras-functional-api-deep-learning/>

<https://www.tensorflow.org/beta/guide/keras/functional>

<https://www.pyimagesearch.com/2019/02/04/keras-multiple-inputs-and-mixed-data/>

**Datagenerator**

<https://keras.io/preprocessing/image/>

**Transfer learning**

<https://towardsdatascience.com/keras-transfer-learning-for-beginners-6c9b8b7143e>

<https://medium.com/@14prakash/transfer-learning-using-keras-d804b2e04ef8>

<https://towardsdatascience.com/transfer-learning-from-pre-trained-models-f2393f124751>

**Data Augmentation**

<https://machinelearningmastery.com/how-to-configure-image-data-augmentation-when-training-deep-learning-neural-networks/>